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ABSTRACT

Reversible computing dissipates zero energy in terms of in-
formation loss at input and also it can detect error of circuit
by keeping unique input-output mapping. In this paper,
we have proposed a cost effective design of Reversible Pro-
grammable Logic Arrays (RPLAs) which is able to realize
multi-output ESOP (Exclusive-OR Sum-Of-Product) func-
tions by using a cost effective 3×3 reversible gate, called MG
(MUX Gate). Also a new algorithm has been proposed for
the calculation of critical path delay of reversible PLAs. The
minimization processes consist of algorithms for ordering of
output functions followed by the ordering of products. Five
lower bounds on the numbers of gates, garbages and quan-
tum costs of reversible PLAs are also proposed. Finally,
we have compared the efficiency of proposed design with
the existing one by providing benchmark functions analy-
sis. The experimental results show that the proposed design
outperforms the existing one in terms of numbers of gates,
garbages, quantum costs and delay.
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1. INTRODUCTION
Programmable Logic Devices such as PLA, PAL or GAL

etc use the array of conventional gates which are not re-
versible except NOT. Such type of irreversible circuit dis-
sipates kT*log2 joules of heat energy to reload information
per bit [1, 2], where k is the Boltzmann’s constant and T is
the absolute area temperature. The performance is not so
pleasant rather reversible computing drives multiple opera-
tions in a single cycle [3]. Reversible circuits are of particular
interest in low power CMOS design [4], optical computing
[5], quantum computing [6] and nanotechnology [7].

Array Logic was introduced by Fleisher and Maissel [8]
based on AND, OR and NOT synthesis to implement SOP or
POS whereas Reversible Logic prefers EX-OR operation as
well as Exclusive Sun-Of-Product (ESOP) synthesis. ESOP
synthesis gives out better result than SOP realization where
many useful methods are proposed for minimizing multi-
output Boolean functions into ESOP form [9], [10]. A regu-
lar structure of reversible wave cascade of ESOP synthesis is
proposed in [11]. Cascade realization of reversible functions
and garbage minimization technique is proposed in [12]. The
generalized structure of Reversible PLA was first proposed
in [13] based on ESOP realization of multi-output functions.
Finally, this paper has proposed a new approach of designing
Reversible Programmable Logic Arrays as well as compared
the proposed design with existing [13] one.

Our work significantly advances the design of cost effec-
tive Reversible Programmable Logic Arrays by combining
the overview of the design of 3×3 MUX gate [14]; introduc-
ing the architecture of RPLAs by using Feynman and MUX
gates; novel approach for calculating delay of RPLAs; com-
parison with existing design and performance analysis by
using different benchmark functions.



2. BASIC DEFINITIONS AND PROPERTIES
In this section, we have discussed the basic phenomena

of reversible logic, quantum realization and cost calcula-
tion of reversible circuits including the architecture of Pro-
grammable Logic Arrays (PLAs).

2.1 Reversible Logic
Reversible Computing is the only one method to recover

bit loss by using unique mapping between input and output
vectors. Frequently used logical operations are composed
into gate level called Reversible Gate where the number
of inputs is equal to the number of outputs and also preserves
an unique mapping between input and output vectors [15].
Let, the input vector be Iv {I1, I2, I3, ..., In} and the

output vector be Ov {O1, O2, O3, ..., On} of any Reversible
Gate then according to the above definition the relation be-
tween two vectors is, Iv↔Ov. The input vector, Iv and out-
put vector, Ov for 2×2 Feynman Gate (FG) [16] are (a, b)
and (a, a ⊕ b) respectively. Fig. 1 shows the block diagram
of Feynman gate and the unique mapping between input-
output vectors. The unused outputs of any reversible gate or
circuit is called Garbage Output which will never be used
in future rather than to check reversibility [15]. Feynman
gate can be used to implement reversible EX-OR operation
which generates a dummy output along with its principle
output signal to preserve reversibility. The garbage output
is denoted by p in Fig. 1. Every reversible circuit has a lower
bound of total number of garbage outputs. Critical Path
Delay is the another measurement of the circuit efficiency
which is the maximum number of gates from any input to
any output [15]. Reversible EX-OR operation requires one
gate and the corresponding delay is one.

Figure 1: 2×2 Feynman gate and its corresponding
input-output mapping

Figure 2: (a) Fredkin gate and (b) Toffoli gate

The input vector, Iv and output vector, Ov of 3×3 Fred-
kin gate (FRG) [17] can be defined as: Iv = (a, b, c) and
Ov = (a, a’b ⊕ ac, a’c ⊕ ab), respectively. The pictorial
representation of FRG is shown in Fig. 2(a). The input and
output vector of 3×3 Toffoli gate (TG) [18] (shown in Fig.
2(b)) are (a, b, c) and (a, b, ab⊕c), respectively.

2.2 Quantum Realization of Reversible Circuit
Quantum Computation is gaining popularity as some ex-

ponentially hard problem can be solved in polynomial time
[19] and reversibility can be used to construct Quantum cir-
cuits [15]. Quantum computation uses matrix multiplication
rather than conventional Boolean operations and the infor-
mation measurement is realized using qubits rather than
bits. The matrix operations of qubits are performed by using
quantum primitives. The value of qubits is the probability
factor of 0 and 1 which are represented as |0⟩ or |1⟩ where

|0⟩ = α|0⟩+ β|1⟩ and |1⟩ = α|1⟩+ β|0⟩

The Quantum Cost (QC) of any reversible circuit is the
total number of 2×2 quantum primitives which are used to
form equivalent quantum circuit [15]. The Quantum Cost of
reversible Feynman gate (shown in Fig. 3(a)) is 1 because
the single 2×2 Quantum EX-OR gate can realize the opera-
tion of Feynman gate. Fig. 3(b) shows the quantum circuit
representation of Toffoli gate where the quantum cost is 5.

Figure 3: Quantum circuit realization of Reversible
gates: (a) Feynman gate (Quantum EX-OR) and (b)
Controlled Controlled NOT or Toffoli gate

3. REVERSIBLE PROGRAMMABLE LOGIC

ARRAYS
In Section 3.1, we have discussed about the existing design

of reversible PLA [13] and its limitations. Rest of the part
has described the proposed idea of reversible PLAs based on
ordering of output functions and input variables.

3.1 Existing Design of RPLAs
The design of Reversible PLA, is proposed in [13], has

used Feynman and Toffoli gates to realize Reversible PLA
for multi-output ESOP operation where Toffoli gate is used
for AND operation and Feynman gate is used for EX-OR
operation. But the existing design has following limitations:

a. Has not treated primary input as garbage when it be-
comes as an output (But according to [15], unused out-
puts of any circuits are considered as garbage)

b. Used Conventional Architecture (Complement and non-
complement lines for copying input variables)

For example, Equation (I ) shows the multi-output ESOP
function, where F = {f1, f2, f3, f4, f5}. The design used
three templates of Feynman gate for implementing COPY,
EX-OR and NOT operations (shown in Fig. 4(a)) and single
template of Toffoli gate for doing AND operation (shown in
Fig. 4(b)). AND plane has used both Feynman and Tof-
foli gate where as EX-OR plane used only Feynman gate.
The realization of multiple-output function in Equation (I )
based on existing algorithm is shown in Fig. 4c. The exist-
ing design used Toffoli gate AND operation which generates



Figure 4: (a) Different templates of Feynman gate
for different purposes, (b) Template of Toffoli gate
and (c) Design of Reversible PLAs according to [13].

products without changing the form of input literals (com-
plement or non-complement). On the other hand, Toffoli
gate produces huge number of unused outputs which are
same as primary inputs. But in proposed design of PLAs
there is no scope to use those unused outputs.

3.2 Proposed Design of Reversible PLAs
Proposed design is based on the ordering of input vari-

ables which depends on the corresponding order of Products.
But the order of Products will be generated after the opti-
mization of EX-OR plane. In this subsection, we have pro-
posed two algorithms on the construction of EX-OR plane
followed by the realization of AND plane for generalizing
the proposed design.The 3×3 reversible MUX [14] or MG
gate is used to design proposed Reversible PLAs which has
minimum quantum cost i.e 4 (shown in Fig. 5). MG gate
can realize the operation of (2 to 1) multiplexer circuit and
able to produce half of minterms generated by two variables.
Fig. 6 shows the templates (MG-5 and MG-6) of a MUX
gate which have been used in proposed design. We have
used three modes (FG-1, FG-2 and FG-4) of Feynman gate
proposed in [13] (shown in Fig. 4(a)) and other two modes
(MG-5) and (MG-6) of MUX gate shown in Fig. 6. In our
further discussion, we have used symbol 1, 2, 4 (Fig. 4) and
symbol 5, 6 (Fig. 6) rather than full name (FG-1 or MG-5
etc.) to represent the particular modes. The cross point in
RPLA, in which no gate is used, is termed as DOT [13].

Figure 5: 3×3 Reversible MUX gate

Figure 6: Two different templates of MUX gate

Table 1: Size of each function of Equation (I )
function f1 f2 f3 f4 f5
SizeOf (fi) 2 2 3 1 3

Definition 1. Size of Function (SizeOf (fi)): Total
number of products has been used by fx function. For exam-
ple, in Equation (I ), SizeOf(f1)= 2 because the total number
of products of f1 is 2 (shown in Table 1).

Definition 2. Product Lines are the horizontal lines cor-
responding to the products of an AND plane. These product
lines are used in the EX-OR plane to generate the output of
a particular function consisting of EX-OR operations. The
number of product lines is equal to the number of total prod-
ucts. There are 5 product lines for 5 products of function F
(see Equation (I )).

In the proposed design, the ordering of output functions is
related to SizeOf (fx). Functions are generated in ascending
order based on this criterion. We have optimized EX-OR
Plane followed by AND Plane minimization by using MUX
and Feynman gates.

Algorithm 1: Construction of EX-OR Plane

1. START TDOT := 0 [TDOT= Total number of DOT]
2. Sort output Functions according to Sizeof (fi)
3. REPEAT Step 4 for each output function
4. IF Sizeof (fi) of fi is one THEN
5. IF product pj exists THEN use FG-2
6. ELSE assign a line for product (pj) and use DOT
7. TDOT := TDOT+ 1
8. END IF
9. ELSE
10. IF all product(s) pj exist THEN use FG-2 for top
most line and FG-4 for others
11. ELSE assign the upper lines for products pj and
use DOT for top most and FG-4 for existing
12. TDOT := TDOT+1
13. END IF
14. END IF
15. END

By using the proposed algorithm, the realization of EX-
OR plane for Equation (I ) is shown in Fig. 7.

Theorem 1. Let n be the number of EX-OR operations
of m output functions and TDOT be the number of cross-
points, then the minimum number of Feynman gates to re-
alize EX-OR plane is n+m− TDOT .

Proof. When there are TDOT cross-points for m func-
tions, the number of additional Feynman gates in EX-OR
plane of RPLA is m − TDOT . As there are n Ex-OR op-
erations by n Feynman gates, the total number of Feynman
gates in the EX-OR plane of RPLA is n+m− TDOT .



Figure 7: EX-OR plane realization of Equation (I)
based on proposed Algorithm 1

For multi-output function F in Equation (I ), the number of
outputs (m) is 5 and the number of EX-OR operations is
6. The number of TDOT is 4 in Fig. 7. So the number of
Feynman gates= n + m - TDOT = 6 + 5 - 4 = 7.

Theorem 2. Let p be the number of products and TDOT

be the number of cross-points in the EX-OR plane of RPLA.
The minimum number of garbages to realize EX-OR plane
of RPLA is p− TDOT .

Proof. As there are TDOT cross-points and p products
for m output functions, the total number of garbage outputs
in the EX-OR plane of RPLA is p− TDOT .

Consider Fig. 7 for multi-output function F in Equation (I ).
In Fig. 7, number of products (p) is 5 and number of cross-
points (TDOT ) is 4. So the number of garbage outputs is
p - TDOT = 5 - 1 = 4. The realization of EX-OR plane
generates the order of Products shown in Fig. 7 and AND
plane will be constructed according to this order by using
MUX and Feynman gates.

Algorithm 2: Construction of AND Plane

1. START TDOT := 0 [TDOT= Total number of DOT]
2. REPEAT Step 3 for each product (pj)
3. IF lj is the first literal of pj THEN
4. IF lj is in complemented form THEN apply FG-1
5. ELSE
6. IF lj is further used THEN apply FG-2
7. ELSE use DOT and TDOT := TDOT + 1
8. END IF
9. END IF
10. ELSE IF lj in complemented form THEN apply
MG-6
11. ELSE apply MG-5
12. END IF
13. END

In AND plane, the Feynman gates are used to copy or re-
cover fan-out problem and the MUX gates are used for AND
operations. The generation of complementary forms of input
literals are unnecessary for the proposed AND plane because
MUX and FG are used together to generate all the minterms
of two variables without having any dedicated lines of com-
plemented forms of input variables. By using Algorithms 1
and 2, the realization of proposed Reversible PLA is shown
in Fig. 8.

Theorem 3. Let p be the number of products and TDOT

be the number of cross-points in the AND plane of RPLA.
The minimum number of Feynman gate to realize AND plane
of RPLA is p− TDOT .

6

Figure 8: Proposed reversible PLAs design of multi-
output function F in Equation (I )

Proof. Cross-points reduce the usability of Feynman gates
for any particular product line. So, in response to TDOT

cross point and p products for m output functions, the total
number of Feynman gates in the AND plane of RPLA is
p− TDOT .

Consider Fig. 8 for multi-output functional Equation (I ).
In Fig. 8, number of products (p) is 5 and number of cross
points (TDOT ) is 1. So the number of Feynman gates is p
- TDOT= 5 - 1 = 4.

Theorem 4. Let q be the number of AND operations among
products in the AND plane of RPLA. The minimum number
of MUX gate to realize AND plane of RPLA is q.

Proof. As there are q AND operations for p products
of m output functions, the total number of MUX gates to
realize the AND plane of RPLA is q.

Theorem 5. Let l be the number of inputs and q be the
number of AND operations among products and TDOT be
the number of cross-points in the AND plane of RPLA. The
minimum number of garbages to realize AND plane of RPLA
is l + q − TDOT .

Proof. As there are q AND operations for p products of
m output functions F in Equation (I), l inputs and TDOT

cross-point, the total number of garbages in the AND plane
of RPLA is l + q − TDOT .

3.3 Delay Calculation
In this paper, we have calculated the delay of reversible

PLAs in greedy approach and the proposed algorithm gener-
ates better throughput. We divide the calculation into two
phases: a. AND Plane Delay (APD (pi)) and b. EX-OR
Plane Delay (XPD (pi)) in terms of product lines (horizon-
tal lines). Then we have merged both of the delay respect
to both planes. We have used Equation (I ) to calculate the
delay. First we calculate the delay of AND plane followed
by EX-OR plane. Fig. 9 and Fig. 10 show the delay cal-
culation of AND plane and EX-OR plane respectively. In
further realization of delay calculation, we consider the fol-
lowing things:

a. Gate (Via) is represented as circle (DOT).

b. Delay of any gate is 1 and via (DOT) denotes 0.

c. Decimal values show the delay of corresponding circle



Figure 9: Delay calculation of AND plane: (a-b) De-
lay propagation path of a gate and a cross-point re-
spectively in AND plane and (c) Overall delay prop-
agation path for AND plane

3.3.1 Delay Calculation of AND Plane
For AND plane, every gate updates its Delay by compar-

ing the delay of neighboring gates at Left (L) and Top (T)
and then, it propagates the updated delay to neighboring
gates placed in Right (R) and Bottom (B) sides as shown
in Fig. 9. Each Circle in Fig. 9 represents the delay of
particular point and Arrows show the path of delay prop-
agation. The size of AND plane of proposed design is less
then existing design because proposed design does not need
to generate complement lines of corresponding input lines.

3.3.2 Delay Calculation of EX-OR Plane
For EX-OR plane, every gate updates its Delay by com-

paring the delay of neighboring gates at Right (R) and Bot-
tom (B) and then, it propagates the updated delay to neigh-
boring gates placed in Left (L) and Top (T) sides as shown
in Fig. 10. The size of EX-OR plane of proposed design is
same as existing design and this plane is optimized in terms
of cost analysis as Theorem 1 & 2.

3.3.3 Delay of Overall Design
After calculating the delay of both planes, the delay of

product lines having maximum value is the final delay of
the overall design of reversible PLAs. We proposed the fol-
lowing algorithm for the calculation of delay of reversible
PLAs. According to proposed design, the delay propagation
of AND (EX-OR) plane is Top-Bottom-Right (Bottom-Top-
Left).

Algorithm 3: Delay Calculation of Reversible PLAs

1. START Calculate APD (pi) (XPD (pi)) of each product
lines of AND (XOR) plane
2. Delay:= MAX {APD (pi) + XPD (pi)} where i= 1 to n
(n= total number of product)
3. END

3.4 Experimental Results
We have realized the calculation of all proposed algorithms

by using programming language Java (J2SE 1.6.0 17) on
Netbeans IDE (6.8) in Linux Workstation. All the experi-
mental results are tested on Intel(R) Core(TM)2 Duo CPU

Figure 10: Delay calculation of EX-OR plane: (a-b)
Delay propagation path of a gate and a cross-point
respectively in EX-OR plane and (c) Overall delay
propagation path for EX-OR plane

E7300 2.66GHz edition with 2 GB RAM. Table 2 shows the
experimental results for different benchmark functions and
the comparison with the existing method [13].

4. CONCLUSIONS
In this paper, we proposed a regular structure of Re-

versible Programmable Logic Arrays (RPLAs) based on MUX-
Feynman logic and also we presented the minimization tech-
niques for both AND and EX-OR planes of reversible PLAs.
We used the garbage outputs as operational outputs that
reduced the number of AND operations in RPLAs. The
minimization of AND plane based on the ordering of input
variables gives an excellent throughput of the overall design.
Finally, we figured the performance of the proposed design
over the existing one. The experimental results show that
the proposed design outperforms the existing one in terms
of numbers of gates, garbages and quantum costs. The pro-
posed algorithm also required less time than the existing
one. We also presented five lower bounds on the numbers
of gates, garbages and quantum cost of RPLAs. RPLAs
are useful in embedded circuits and others technologies for
power consumption and fault tolerant [8], [4], [18].
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